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1. INTRODUCTION

The motivation to classify industries in their effort to innovate with the structure of demand, lead to a theoretical controversy in innovative activity known as ‘demand-pull’ versus ‘technology-push’ forces of technical change. Previous empirical literature has provided evidence supporting demand-pulled innovation both at the aggregate level and at the firm level. This paper studies a dynamic specification of the demand-pull hypothesis at the firm level, which takes into account both the within and the between effects across Turkish non-financial firms listed at Istanbul Stock Exchange (ISE) over a period of ten years (1998–2007). Moreover, the study also investigates the demand-innovation relationship in liquidity constrained firms since inducing an increase in the effort to innovate mostly depends on the funding of expensive and uncertain R&D activities. Our findings confirm the demand-pull hypothesis, yet the role of sales in inducing R&D expenditures is 99% significant in the overall sample. More specifically, liquidity constrained firms and firms not receiving public subsidies seem to be particularly sensitive to sales when deciding how much to spend on R&D.
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index of GDP at current factor cost) do cause changes in innovative activity but no evidence of the reverse effect.

The other limitation of previous studies depends on lack of micro-econometric evidence at the level of firm. Recent studies have focused on firm level data that has advantage over aggregate level by measuring innovation activity better. Some examples are Brouwer and Kleinknecht (1999) for Dutch firms, Crepon et. al. (1998) for French firms and Cainelli et. al. (2006) for Italian service firms. Using Community Innovation Survey (CIS) data, these studies take a step further in testing the demand-pull hypothesis by taking into account the strong path-dependence of innovative activity through different technological opportunities and presence of fixed effects related to firm specific capabilities.

While the above mentioned micro-econometric studies control for technological opportunities and fixed effects at the firm level, they lack a continuous time dimensions in the datasets used. So, most of these studies can not propose a dynamic specification of the demand-pull hypothesis at the firm level. In this respect, although the paper by Hall et. al. (1999) is based on investigating the causal relationship among sales and investment inputs (both tangible and intangible) for French, Japanese and US high-tech firms, they found that sales growth led to R&D growth in all countries by controlling for the lagged values of R&D and sales. More recently, using a dynamic specification in determining the scope of demand-pull effect, Piva and Vivarelli (2007) found that R&D investment is positively responsive to sales both in the short-run and long-run for Italian manufacturing firms for 1995-2000.

By the same token, previous micro-econometric evidence at the firm level did not distinguish between different groups of firms characterized by particular features that are important in determining the scope of the demand-pull effect. The finding of Hall et. al. (1999) that R&D in US firms appears to be more sensitive to past sales and cash flow than their French and Japanese counterparts, suggests another improvement in the analysis of demand-pull hypothesis. This is an important suggestion of the possible role of liquidity constraints that can make the demand-pull impact more of less effective since sales and cash flow might be more crucial in inducing and funding R&D for firms having difficulties in raising credit. There is only one study by Piva and Vivarelli (2009) that examines whether demand-pulled innovation is important for liquidity constrained firms. They found a significant confirmation of the demand-pull innovation for the liquidity constrained Italian manufacturing firms for 1995-2001.

This paper studies a dynamic specification of the demand-pull hypothesis at the firm level, which takes into account both within and between effects across Turkish non-financial firms listed at Istanbul Stock Exchange (ISE) over a period of ten years (1998–2007). First, the demand-pull hypothesis is tested using all of the firms that constitute the dataset. Taking for granted the significant effect of the lagged R&D variable along a firm’s specific technological trajectory, we examined whether increasing demand has a role in inducing higher R&D investment both in the short and long run. Moreover, the study also analyzes possible role of demand-pulled innovation for liquidity constrained firms. The aggregate and sub-group estimates are run using Ordinary Least Square (OLS), Least Squares Dummy Variable (LSDV) and LSDVC estimates (corrected estimator LSDV that is a recently proposed panel data technique suitable for small samples).

The novelty of this paper is to investigate the demand-pull hypothesis at the firm level using a panel dataset. The role of liquidity constraint and public support in this process will also be analyzed. Another novelty of this paper is to take a first step towards filling a gap on the demand-innovation relationship for publicly traded firms in Turkey. Moreover, as manufacturing firms constitute a substantial share (85%) of ISE listed firms, the panel dataset of non-financial ISE firms provides a fruitful experiment in analyzing the market valuation of R&D investment through the scope of demand-pull effect by the stock markets.

The paper consists of four sections. The second section presents the data sources and provides a descriptive analysis on the characteristics of R&D performers by firm size (large vs. small), public support recipient status and liquidity constraint. Section three discusses the methodological issues and the fourth section presents the hypothesis to be tested and findings of an econometric analysis regarding the role of sales in inducing R&D. The role of demand-pull effect for liquidity constrained firms is also analyzed in this context. The last section of the paper summarizes main findings and discusses policy implications.

2. DATA SOURCES

There are two basic data sources used in this study. The corporate-level accounting and performance information was from the ISE Financial Statements. It is an electronic database that provides information on the corporate performance and other financial indicators of all ISE listed firms. Additionally, data on the international activities of firm, its location and age is collected from ISE Company Yearbook providing information on to supplement the information from ISE Financial Statements. We ended up with a panel of 225 non-financial firms covering the manufacturing and service sectors over a ten-year period. The main constraint in the study of testing demand-pull hypothesis is the lack of suitable databases aimed at measuring the link between sales and R&D investment as well as R&D investment enhancing
measures like R&D support and investment incentives over a time-series dimension. In this regard, although the ISE listed firms are to be biased for large firms and the data set is not very large, this is a reliable dataset providing a beneficial experiment as far as the lack of comparable data for all firms in Turkey is concerned.

In line with Piva and Vivarelli (2007) and (2009), we measure innovation using the value of R&D expenditures declared by firms while demand is measured by sales. Selecting R&D expenditures as a proxy for innovation has some drawbacks. One of them is that, R&D data has always a limited capability as an innovation indicator by the fact that it measures input only (see Piva and Vivarelli, 2007). The fact that R&D is an input indicator suits for the proper investigation of demand-pull hypothesis as we should avoid the endogeneity problem arising due to possible feedback between innovation outputs and sales. The second drawback rests on the fact that R&D data underestimates innovation within small firms since they undertake innovation mainly through external technology acquisition (Kleinknecht et. al., 2002). However, our dataset is made up of medium and large firms where innovation is formalized in R&D investment. Moreover, the only time-variant information provided in ISE Financial Statements is the R&D expenditure data available quantitatively through 10 years.

Table 1 presents the data on the number of firms in the database presented for all firms and R&D performer firms that are defined by size (LSE vs. SME), being public support recipient and liquidity constrained. A firm is defined as a public support recipient if it received any public support in the form of R&D grants or investment allowances. R&D and investment support recipients are merged together since their number is quite few especially in SMEs. Additionally, liquidity constrained firms are the ones that have a ratio of current assets to current liabilities exceeding the mean value. The share of R&D performers continued to increase from 32% in 1998 to 42% in 2007. The share of R&D performers has slowed down after the 2001 crisis and their share remained unchanged (37%) somewhat until 2005. Among three categories of firms, large firms are more likely to conduct R&D (on average, 82%). On the other hand, small firms (18%) are less likely to be involved in R&D activities. The share of support recipient firms that perform R&D is close to 56%. However, the share of support recipients decreased from 84% in 1998 to 40% in 2007. This decrease in the number of support recipients is the result of changes in the provision of investment incentives by the government over time. The share of liquidity constrained firms that conduct R&D is 34% on average. This share has increased from 25% in 1998 to 45% in 2007. Thus, R&D performer ISE firms face with financial difficulties over the period 1998-2007.

Table 1: Number of non-financial firms listed at ISE (1998-2007)

<table>
<thead>
<tr>
<th>Year</th>
<th>All</th>
<th>LSE</th>
<th>SME</th>
<th>Support</th>
<th>Liquidity constrained</th>
</tr>
</thead>
<tbody>
<tr>
<td>1998</td>
<td>198</td>
<td>64</td>
<td>54</td>
<td>10</td>
<td>54</td>
</tr>
<tr>
<td>1999</td>
<td>207</td>
<td>75</td>
<td>59</td>
<td>16</td>
<td>53</td>
</tr>
<tr>
<td>2000</td>
<td>219</td>
<td>77</td>
<td>58</td>
<td>19</td>
<td>47</td>
</tr>
<tr>
<td>2001</td>
<td>220</td>
<td>83</td>
<td>61</td>
<td>22</td>
<td>43</td>
</tr>
<tr>
<td>2002</td>
<td>219</td>
<td>83</td>
<td>65</td>
<td>18</td>
<td>43</td>
</tr>
<tr>
<td>2003</td>
<td>219</td>
<td>80</td>
<td>66</td>
<td>14</td>
<td>43</td>
</tr>
<tr>
<td>2004</td>
<td>224</td>
<td>84</td>
<td>68</td>
<td>16</td>
<td>50</td>
</tr>
<tr>
<td>2005</td>
<td>230</td>
<td>84</td>
<td>74</td>
<td>10</td>
<td>40</td>
</tr>
<tr>
<td>2006</td>
<td>226</td>
<td>91</td>
<td>81</td>
<td>10</td>
<td>39</td>
</tr>
<tr>
<td>2007</td>
<td>224</td>
<td>94</td>
<td>80</td>
<td>14</td>
<td>38</td>
</tr>
</tbody>
</table>

Note: SME: employ fewer than 250.

Source: ISE Financial Statements.

Figure 1 presents annual sales growth rate of R&D performers for the period 1998-2007 for all of, the public support recipient and the liquidity constrained firms, respectively. The sales growth rate has slowed down in 2001 crisis for all categories of the firms but the growth rate of sales was hit the hardest in 2005. After 2002, the growth rate of sales followed a cyclical movement of one year recovery and one year deterioration. For the period 2002-2006, the sales growth rate for all categories of firms decline reaching half of the value they were in 2002. For all categories of firms, the sales growth of support recipient firms is the highest (on average, 44%) except 2004 and 2007. In 2004, the sales growth of liquidity constrained firms reached to the highest value of all years (81%).

Similarly, Figure 2 presents annual growth rate of R&D expenditure for the period 1998-2007 for all, public support recipient and liquidity constrained firms respectively. The same deduction holds for the growth rate of R&D expenditures for all categories of firms. For all categories of firms, the sales growth of liquidity constrained firms is the highest (on
average, 54%) except 2005. In 2005, the sales growth of liquidity constrained firms reached to the lowest value of all years (8%).

**Figure 2: R&D expenditure growth rate (%) (1998-2007)**

![Graph showing R&D expenditure growth rate](image)

**Source:** ISE Financial Statements.

### 3. METHODOLOGY

The descriptive analysis presented in the preceding section showed that there are substantial differences between R&D activities of large and small firms, support recipient and liquidity constrained firms. We will analyze the role of sales in stimulating R&D activities for non-financial firms listed at ISE by using econometric methods to understand if support receiving and liquidity constraints have a role in the demand-pull effect.

The model used for testing the demand-pull hypothesis both for aggregate and the liquidity constrained firms have the following specification for firms (i) over time (t):

\[
RD_{i,t} = \alpha RD_{i,t-1} + \beta_1 Sales_{i,t} + \beta_2 Sales_{i,t-1} + \eta_i + \varepsilon_{i,t}, \quad i = 1, \ldots, N; \quad t = 1, \ldots, T
\]

(1) where variables are expressed in natural logarithms, \(E\) is the idiosyncratic individual and time-invariant firm’s fixed effect and \(\Sigma\) is the usual error term. In addition, a full set of time and sectoral\(^2\) dummies has been introduced into the analysis.

The reason for including the lagged R&D expenditures into our model is the path-dependence and cumulative nature of innovative activity. So, any model analyzing the present R&D investment necessarily involves considering the previous R&D investment along a ‘technological-trajectory’. Moreover, current and lagged values of sales have to be included in the model in order to test demand-pull hypothesis. The inclusion of lagged value of sales may cause an endogeneity problem as discussed previously. Our dependent variable, R&D expenditure, measures initial investment in R&D prior to innovation. Since R&D expenditures have an uncertain and delayed outcome in terms of subsequent innovation, the possible reverse effect is between future successful innovation and future sales (Piva and Vivarelli, 2007: 697).

The above model testing the relationship between demand and innovation is defined as a dynamic equation by including the lagged value of the R&D expenditure in order to account for the adjustment and persistence in R&D activities. The inclusion of lagged dependent variable leads to another endogeneity problem that can be solved by first-order dynamic panel data models that use General Method of Moments (GMM; see Arellano and Bond, 1991; Arellano and Bover, 1995; Blundell and Bond, 1998). However, a weakness of GMM estimators is that their properties hold when \(N\) is very large, so they can be severely biased and imprecise in panel data with a small number of cross-sectional units (Bruno, 2005b). Hence, this method is not suitable for small samples like the ones used in our analysis since we select a sub-sample of firms from the original panel to test the demand-pull effect under different firm characteristics. Therefore, we used an alternative method based upon the bias correction of least-squares dummy variable (LSDV) estimator in dynamic panel data models proposed by Kiviet (1995), Bun and Kiviet (2003) and extended by Bruno (2005a).

Moving from a standard autoregressive panel data model, based on the possibility of collecting observations over time and across individuals; our problem can then be described as follows:

\[
y = D\eta + W\delta + \nu
\]

(2) where \(y\) is the vector of observations for the dependent variable, \(D\) is the matrix of individual dummies, \(E\) is the vector of individual effects, \(W\) is the matrix of explanatory variables including lagged dependent variable, \(J\) is the vector of coefficients and \(\Sigma\) the usual error term. The Least Squares Dummy Variable (LSDV) estimator is given by:

\[
\delta_{LSDV} = (W'AW)^{-1}W'Ay
\]

(3) where \(A\) is the within transformation that wipes out the individual effects (means). Since the LSDV estimator is not consistent, a more accurate measuring of its bias is needed to correct it. The LSDV bias is given by:

\[
E(\delta_{LSDV} - \delta) = c_1(T^{-1}) + c_2(N^{-1}T^{-1}) + c_3(N^{-1}T^{-2}) + O(N^{-2}T^{-2})
\]

(4) In their Monte Carlo simulations, Bun and Kiviet (2003) and Bruno (2005) consider three possible nested approximations of the LSDV bias. With an increasing level of accuracy, the following three possible bias approximations emerge:

\[
B_1 = c_1(T^{-1}); \quad B_2 = B_1 + c_2(N^{-1}T^{-1}); \quad B_3 = B_2 + c_3(N^{-1}T^{-2})
\]
(5) In this study, using the third one as the correction, the LSDV corrected estimator (LSDVC) will be equal to 

\[ \text{LSDVC} = \text{LSDV} - B_3 \]

(6) The Monte Carlo experiments (see Bruno, 2005a) show that the LSDVC estimator, in small samples, outperforms consistent IV-GMM estimators such as the Anderson–Hsiao and Arellano–Bond. The procedure has to be initialized by a consistent estimator to make the correction feasible, since the bias approximation depends on the unknown population parameters. Three possible options for this purpose are the Anderson–Hsiao, Arellano Bond and Blundell–Bond estimators that are asymptotically equivalent. In this study, we will initialize the bias correction with the Arellano–Bond estimator, here considered as the best established panel data estimator implemented in the STATA econometric package used. Moreover, the statistical significance of the LSDVC coefficients has been tested using bootstrapped standard errors (100 iterations) because the estimated asymptotic standard errors may provide poor approximations in small samples, generating possibly unreliable t-statistics (Bruno, 2005b).

4. THE ROLE OF DEMAND-PULLED INNOVATION FOR LIQUIDITY CONSTRAINED FIRMS: ESTIMATION RESULTS

We will first start by testing the demand-pull hypothesis using all of the firms that constitute the dataset. Taking for granted the significant effect of the lagged R&D variable along a firm’s specific technological trajectory, we will analyze whether increasing demand has a role in inducing higher R&D investment both in the short and long run. Moreover, the rest of the analysis will be devoted to check for the role of demand-pulled innovation for liquidity constrained firms. In line with the issues discussed in the literature, we will first test whether liquidity constraints constitute a more significant stimulus to innovation. As suggested by Hall et al. (1999), firms affected by liquidity constraints should be more dependent on internal cash flow and so should be more sensitive to current sales when deciding to engage in R&D investment. By the same token, firms benefiting from public subsidy should be less sensitive to current sales, since they have an alternative source of funding to devote to R&D investment (David et al., 2000).

The following tables (Table 2-4) present the results of the aggregate and sub-group estimates that are run by using Ordinary Least Square (OLS), Least Squares Dummy Variable (LSDV) and LSDVC outcomes. In both tables, both OLS and LSDV estimates exhibit a satisfactory fit (see R² and F tests), although reliable results are provided only by the third estimates, applied by the Arellano–Bond estimator to get accuracy of approximation of bias \( B_3 \) and characterized by bootstrapped standard errors. Hence, comments will be based only on LSDVC estimates, considering both the short-term impact of current sales and the long-term effect combining the impacts of both current and lagged sales. All the estimates are checked both for time (in order to take into account possible aggregate and cyclical effects) and sectoral dummies.

When we look at the estimates reported in all of the tables, they are affected by strong path dependence in R&D expenditures; the coefficient of the lagged dependent variable is always significant at the 99% degree of confidence with a value ranging from a minimum of 0.32 to a maximum of 0.64. This almost uniform and highly significant outcome can be interpreted as further confirmation of the presence of cumulative technological trajectories at the level of the single firm.

Returning our attention first to the aggregate estimates reported in Table 2, we found a significant confirmation of the demand-pull hypothesis: R&D investment is positively responsive to sales both in the short and long run, with corresponding elasticities equal to 0.52 and 0.82. On the whole, R&D expenditures are basically an AR(1) process with the demand-pull effect playing a positive role. Together with suggestions from previous literature and with the hypotheses put forward in the first part of this section, this result needs a more detailed investigation which can be carried out by splitting our sample into sub-groups of firms according to liquidity constraints and public support status. In other words, this aggregate result, although consistent with previous literature, may not be very informative and may even conceal more obvious demand-pull effects within particular sub-samples of firms characterized by specific features.

**Table 2:** Demand-pulled innovation (1998–2007) OLS, LSDV and LSDVC estimation results

<table>
<thead>
<tr>
<th></th>
<th>OLS</th>
<th>LSDV</th>
<th>LSDVC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Constant</strong></td>
<td>0.891</td>
<td></td>
<td>0.891 **</td>
</tr>
<tr>
<td></td>
<td>(1.07)</td>
<td>(1.15)</td>
<td>(1.07)</td>
</tr>
<tr>
<td>log(R&amp;D-1)</td>
<td>0.839 **</td>
<td>0.381 **</td>
<td>0.528 **</td>
</tr>
<tr>
<td></td>
<td>(35.90)</td>
<td>(0.29)</td>
<td>(10.79)</td>
</tr>
<tr>
<td>log(Sales)</td>
<td>0.361 **</td>
<td>0.383 **</td>
<td>0.380 **</td>
</tr>
<tr>
<td></td>
<td>(4.35)</td>
<td>(4.33)</td>
<td>(4.21)</td>
</tr>
<tr>
<td>log(Sales-1)</td>
<td>-0.233 **</td>
<td>0.065</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td>(-2.65)</td>
<td>(0.72)</td>
<td>(0.10)</td>
</tr>
<tr>
<td>R-squared and F-test</td>
<td>0.86 **</td>
<td>17.54 **</td>
<td>0.86 **</td>
</tr>
<tr>
<td>Observations</td>
<td>674</td>
<td>674</td>
<td>674</td>
</tr>
</tbody>
</table>

Note: t-statistics in parentheses for OLS and LSDV estimates; z-statistics in parentheses for LSDVC estimates
Bias correction initialized by Arellano-Bond estimator and bootstrapped standard errors
R-squared is reported for OLS estimates, F test for LSDV estimates
Time dummies are always included and not reported
Sector dummies are included in the OLS and LSDV specifications.
**(*) Means statistically significant at the 1% (5%) level
In order to control access to finance, affecting firm’s ability to invest in R&D, firm’s “liquidity constraint” in terms of current ratio calculated by current assets over current liabilities is used in testing demand-pull hypothesis. As the average current ratio for the period 1998-2007 is 1.79, firms are divided into two groups depending on whether they are above or below the mean value. Sales and cash flow should be more crucial in inducing and financing R&D projects in liquidity constrained firms and in firms without any kind of public support from tax exemptions and/or subsidies. This seems to be the case in Tables 3 and 4, where firms affected by difficulties in raising credit and which are unsubsidized and hence financially constrained, are seen to be much more sensitive to sales. While the demand-pull hypothesis is significantly supported (99%) by the two sub-samples made up of constrained firms, it emerges as statistically significant and positive, when using the two complementary sub-samples of firms with softer budget constraints owing to the availability of external private or public money. Moreover, financially constrained and unsubsidized firms exhibit positive and larger long-term innovation elasticity to sales (1.11 and 0.52, respectively). These results are consistent with the previous literature and support hypotheses that liquidity constrained firms should be more reactive to sales than firms that do not have any kind of difficulty in raising external funds and obtaining bank credit (for a similar finding, see Piva and Vivarelli, 2007 and 2009).

4. CONCLUSION AND DISCUSSION

As far as econometric studies are concerned, previous empirical literature has provided further evidence supporting demand-pull innovation both at the aggregate and firm level that is first proposed and tested by Schmookler (1966). However, previous studies seem to be affected by some limitations such as firm-specific fixed effects, endogeneity problem associated with simultaneous occurrence of innovation and increasing sales, and lack of continuous time dimensions in the datasets used. Moreover, previous evidence at the firm level did not distinguish between different groups of firms characterized by particular features that are important in determining the scope of the demand-pull effect.

This paper puts forward a dynamic specification of the demand-pull hypothesis at the firm level, which takes into account both within and between effects across Turkish non-financial firms listed at ISE over a period of ten years (1998–2007). Checking for firms’ fixed effects and for the significant effect of the lagged R&D investment along a firm’s specific technological trajectory, the provided evidence does not reject the demand-pull hypothesis, yet the role of sales in inducing R&D expenditures is 99% significant in the overall sample. In contrast, both the short-term and long-term impacts of demand become obvious and statistically significant for specific groups of firms. More specifically, liquidity constrained firms and firms not receiving public subsidies seem to be parti-

Table 3: Demand-pulled innovation, liquidity constraint (1998–2007)
OLS, LSDV and LSDVC estimation results

<table>
<thead>
<tr>
<th></th>
<th>Liquidity constraint (yes)</th>
<th>Liquidity constraint (no)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OLS</td>
<td>LSDV</td>
</tr>
<tr>
<td>Constant</td>
<td>1.661</td>
<td>-0.220</td>
</tr>
<tr>
<td>log(R&amp;D-1)</td>
<td>0.860 **</td>
<td>0.511 **</td>
</tr>
<tr>
<td>(30.10)</td>
<td>(10.18)</td>
<td>(8.35)</td>
</tr>
<tr>
<td>log(Sales)</td>
<td>0.431 **</td>
<td>0.562 **</td>
</tr>
<tr>
<td>(4.81)</td>
<td>(5.60)</td>
<td>(4.64)</td>
</tr>
<tr>
<td>log(Sales-1)</td>
<td>-0.325 **</td>
<td>-0.035</td>
</tr>
<tr>
<td>(-3.35)</td>
<td>(-3.36)</td>
<td>(-0.80)</td>
</tr>
</tbody>
</table>

R-squared and F-test
Observations 417 417 417 230 230 230

Note: t-statistics in parentheses for OLS and LSDV estimates, z-statistics in parentheses for LSDVC estimates
Bias correction initialised by Arellano–Bond estimator and bootstrapped standard errors
R-squared is reported for OLS estimates, F test for LSDV estimates
Time dummies are always included and not reported
Sector dummies are included in the OLS and LSDV specifications.
** (*) Means statistically significant at the 1% (5%) level

Table 4: Demand-pulled innovation, public subsidy recipient (1998–2007)
OLS, LSDV and LSDVC estimation results

<table>
<thead>
<tr>
<th></th>
<th>Public subsidy (yes)</th>
<th>Public subsidy (no)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OLS</td>
<td>LSDV</td>
</tr>
<tr>
<td>Constant</td>
<td>-1.472 **</td>
<td>-0.545</td>
</tr>
<tr>
<td>log(R&amp;D-1)</td>
<td>0.767 **</td>
<td>0.356 **</td>
</tr>
<tr>
<td>(21.08)</td>
<td>(5.47)</td>
<td>(4.53)</td>
</tr>
<tr>
<td>log(Sales)</td>
<td>0.110</td>
<td>0.190</td>
</tr>
<tr>
<td>(0.61)</td>
<td>(0.92)</td>
<td>(0.61)</td>
</tr>
<tr>
<td>log(Sales-1)</td>
<td>0.100</td>
<td>0.473 *</td>
</tr>
<tr>
<td>(0.53)</td>
<td>(2.32)</td>
<td>(1.43)</td>
</tr>
</tbody>
</table>

R-squared and F-test
Observations 352 352 352 322 322 322

Note: t-statistics in parentheses for OLS and LSDV estimates, z-statistics in parentheses for LSDVC estimates
Bias correction initialised by Arellano–Bond estimator and bootstrapped standard errors
R-squared is reported for OLS estimates, F test for LSDV estimates
Time dummies are always included and not reported
Sector dummies are included in the OLS and LSDV specifications.
** (*) Means statistically significant at the 1% (5%) level
particularly sensitive to sales when deciding how much to spend on R&D.

Our analysis based on testing the demand-pull hypothesis provides a number of policy relevant findings. As far as macroeconomic scenarios are concerned, a first conclusion is that fluctuations in aggregate demand may not only have effects on production and employment, as emphasized by the Keynesian tradition, but may also have important consequences in terms of the innovative potential of a given economy, in accordance with the Kaldor-Verdoorn law (Piva and Vivarelli, 2007: 707). This means that proponents of fiscal and monetary policies should consider carefully the possible side effects in fostering or hampering innovation. However, our results call for further condition; policies aiming at increasing demand may be particularly important in encouraging innovative activity in liquidity constrained firms. This does suggest that as part of effective innovation policies, the impact of effective demand should always be an important criterion in the decision process about government policy measures.

In terms of policy implications, our results provide strong support for targeted industrial and innovation policies which should be able to encourage those firms that need a substantial increase in output in order to pursue R&D investments. Moreover, these policies are essential to raise technological capabilities of firms that face with financial obstacles in R&D investments, especially in developing countries like Turkey.

END NOTES

1. Establishments employing fewer than 250 people are classified as "small and medium-sized enterprise" (SME). Large-scale enterprises (LSE) employ 250 or more people.
2. Sector is defined at the ISIC (revision 2) 2-digit level.
3. For a further discussion on LSDVC estimator and the finite-sample performance of three bias corrections with different estimators (Anderson–Hsiao, Arellano–Bond and Blundell–Bond), see Bruno (2005b).
4. The ‘long-run’ elasticity takes into account the impact of both current and lagged sales according to the formula \((\beta_1 + \beta_2)/(1-\alpha)\)
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